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Abstract: As the final and most labor-intensive segment of the logistics chain, last-mile delivery 
grapples with inherent challenges: dynamic traffic conditions, fluctuating order volumes, and the 
conflicting demands of timeliness, cost control, and resource efficiency. Conventional dispatch ap-
proaches-such as heuristic algorithms and static optimization models-exhibit limited adaptability 
to real-time fluctuations, often resulting in suboptimal resource utilization and elevated operational 
costs. To address these gaps, this study proposes a reinforcement learning (RL) framework inte-
grated with multi-dimensional reward shaping (RS) to enhance dynamic last-mile delivery dispatch 
efficiency. First, we formalize the dispatch problem as a Markov Decision Process (MDP) that ex-
plicitly incorporates real-time factors (e.g., traffic congestion, order urgency, and vehicle status) into 
the state space. Second, we design a domain-specific RS function that introduces intermediate re-
wards (e.g., on-time arrival bonuses, empty-running penalties) to mitigate the sparsity of traditional 
terminal rewards and accelerate RL agent convergence. Experiments were conducted on a real-
world dataset from a logistics enterprise in Chengdu (June-August 2024), comparing the proposed 
RS-PPO framework against two baselines: the classic Savings Algorithm (SA) and standard PPO 
without reward shaping (PPO-noRS). Results demonstrate that RS-PPO improves the on-time de-
livery rate (OTR) by 18.2% (vs. SA) and 9.5% (vs. PPO-noRS), reduces the average delivery cost 
(ADC) by 12.7% (vs. SA) and 7.3% (vs. PPO-noRS), and shortens convergence time by 40.3% (vs. 
PPO-noRS). Additionally, RS-PPO boosts vehicle utilization rate (VUR) by 29.8% (vs. SA) and 13.4% 
(vs. PPO-noRS). This framework provides a practical, data-driven solution for logistics enterprises 
seeking to balance service quality, cost efficiency, and sustainability-aligning with global last-mile 
optimization trends. 
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1. Introduction 
1.1. Research Background 

The exponential growth of e-commerce and instant retail platforms has driven a 
surge in global last-mile delivery demand, with the market projected to reach $95 billion 
by 2028-growing at an annual rate of 15-20%. Unlike upstream logistics links, last-mile 
delivery operates in a highly dynamic environment characterized by four key uncertain-
ties: (1) real-time traffic congestion, (2) unexpected order additions, (3) vehicle-related dis-
ruptions, and (4) strict customer time windows. These factors render dispatch optimiza-
tion a non-deterministic polynomial-hard (NP-hard) problem, as traditional methods 
struggle to adapt to real-time changes. 
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Conventional dispatch strategies face inherent limitations: 
Static optimization models depend on pre-known order and traffic data, failing to 

adjust when faced with unexpected events like traffic accidents or urgent orders. 
1) Heuristic algorithms simplify complex problems using empirical rules but often 

converge to local optima. For instance, the Savings Algorithm minimizes travel 
distance by merging routes but ignores customer time windows, leading to de-
layed deliveries [1]. 

Reinforcement Learning (RL) has emerged as a promising alternative for dynamic 
optimization, as it enables agents to learn optimal policies through interaction with the 
environment. However, applying standard RL to last-mile dispatch presents two critical 
bottlenecks: 

1) Sparse reward problem: Traditional terminal rewards only provide feedback 
upon task completion, leading to slow or failed convergence. 

2) Multi-objective misalignment: Dispatch requires balancing timeliness, cost, and 
resource utilization, but standard RL models often prioritize a single goal at the 
expense of others. 

1.2. Research Significance 
Reward Shaping (RS)-a technique that modifies the RL reward signal by adding do-

main-specific intermediate feedback-addresses these bottlenecks. For last-mile dispatch, 
RS offers three key benefits: 

1) Accelerated convergence: Intermediate rewards (e.g., bonuses for balanced ve-
hicle loads) provide real-time guidance, reducing the number of episodes 
needed for the agent to learn optimal policies. 

2) Multi-objective alignment: A well-designed RS function can integrate enterprise 
priorities (e.g., cost control, sustainability) into the learning process, avoiding 
"single-goal bias." 

3) Practical adaptability: RS enhances model interpretability, as intermediate re-
wards correspond to actionable dispatch decisions (e.g., avoiding empty run-
ning), making it easier for logistics managers to adopt the framework. 

Beyond operational efficiency, this study aligns with global sustainability goals: by 
minimizing unnecessary vehicle travel and improving load rates, RS-PPO reduces carbon 
emissions-a critical concern for logistics enterprises amid increasing environmental regu-
lations [2]. 

1.3. Research Contributions 
This study makes three distinct contributions to last-mile delivery optimization: 
1) Dynamic MDP Modeling: We develop an MDP framework tailored to last-mile 

dispatch that integrates four dynamic state dimensions (vehicle status, unas-
signed orders, real-time traffic, and depot availability), addressing the limita-
tions of static Vehicle Routing Problem (VRP) models. 

2) Multi-Dimensional RS Function: We design a RS function with five domain-spe-
cific components (on-time bonus, distance penalty, load reward, empty-running 
penalty, urgency reward) to solve sparse rewards and balance multi-objective 
goals. 

3) Empirical Validation: We validate the RS-PPO framework on a real-world da-
taset, demonstrating its superiority over traditional heuristics and standard RL 
across key metrics (OTR, ADC, VUR, convergence time). 

2. Related Work 
2.1. Last-Mile Delivery Dispatch Methods 

Early last-mile dispatch research focused on mathematical optimization. The VRP 
model minimizes travel distance by optimizing vehicle routes. However, VRP assumes 
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static conditions (e.g., fixed traffic, pre-known orders) and cannot handle dynamic 
changes. To address this, dynamic VRP (DVRP) models were developed to incorporate 
real-time data, but they rely on pre-defined objective functions and lack adaptive learning 
capabilities [3]. 

Heuristic algorithms remain widely used in industry due to their low computational 
cost. The Savings Algorithm merges routes to reduce total distance but overlooks time 
windows. The Tabu Search avoids local optima via memory-based search but is sensitive 
to parameter settings (e.g., tabu list length). Recent adaptive heuristics adjust parameters 
based on real-time traffic, but they still depend on empirical rules and cannot learn from 
historical data. 

2.2. Reinforcement Learning in Logistics 
RL has gained traction in logistics optimization over the past decade. Q-learning has 

been applied to DVRP, achieving better performance than heuristics in small-scale scenar-
ios. However, single-reward models (e.g., distance minimization) fail to consider multi-
objective goals (e.g., timeliness). Deep RL models (e.g., DQN) for last-mile dispatch face 
sparse terminal rewards, leading to convergence times exceeding 8,500 episodes [4]. 

To mitigate sparsity, auxiliary rewards (e.g., bonuses for order pickup) have been 
added, but these rewards often lack domain specificity-resulting in suboptimal policies 
(e.g., overloading vehicles to maximize pickup bonuses). Actor-critic RL has been applied 
to last-mile delivery but often focuses solely on urban areas, ignoring suburban scenarios 
with distinct traffic patterns (e.g., lower congestion but longer travel distances) [5]. 

2.3. Reward Shaping Technology 
RS is formally defined as "adding a potential function to the original reward to guide 

agent behavior," and valid potential functions preserve optimal policies. In logistics, RS 
has been used to optimize warehouse robotics (e.g., rewarding accurate item picking) but 
rarely in last-mile dispatch [6]. 

Recent advancements in RS include hybrid approaches that combine domain 
knowledge with machine learning (e.g., using GANs to generate optimal potential func-
tions), but these have yet to be applied to dynamic dispatch. This study fills this gap by 
designing an RS function based on core logistics metrics (OTR, ADC, VUR), ensuring 
alignment with practical enterprise needs. 

3. Methodology 
3.1. Problem Modeling as Markov Decision Process (MDP) 

The last-mile delivery dispatch problem is formalized as an MDP tuple ⟨S, A, P, Rorg, 
γ ⟩, where each component is defined to capture dynamic dispatch conditions: 

1) State Space (S) 
The state St ∈ S at time t integrates four dynamic dimensions to reflect real-world 

dispatch scenarios: 
Veht: Vehicle status (GPS coordinates (x, y), remaining load capacity c(kg), bat-

tery/fuel level e (%)). 
Ordt: Unassigned order set (order ID, delivery address (xo, yo), time window [tstart, tend], 

package weight w(kg), urgency flag (1 if time window < 1 hour, 0 otherwise)). 
Trat: Real-time traffic (average speed on nearby roads (km/h), congestion level ρ (0 = 

free flow, 1 = gridlock)). 
Dept: Depot status (distance to nearest depot (km), number of available backup vehi-

cles). 
Mathematically, the state is represented as:st = {Veht, Ordt, Trat, Dept} 
2) Action Space (A) 
The action at ∈ A corresponds to actionable dispatch decisions: 
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a1: Assign k unassigned orders to the current vehicle (where k ≤ ⌊c / ∑ wo ⌋ to avoid 
overloading).  

a2: Adjust the vehicle's route (re-plan using real-time traffic data to minimize travel 
time) [5]. 

a3: Return the vehicle to the depot (triggered if e < 20% or c ≤ 5% of max capacity). 
3) Transition Probability (P) 
P (st+1 ∣st, at) denotes the probability of transitioning from state st to st+1 after execut-

ing action at. Transition probabilities depend on dynamic factors like traffic variability, as 
illustrated in Table 1. 

Table 1. Examples of Transition Probabilities for Key Actions. 

Action at Precondition (State st) Next State st+1 
Proba-
bility P 

a2 (Route Ad-
justment) 

Trat: ρ = 0.8(severe conges-
tion) 

Trat+1: ρ = 0.5(moderate con-
gestion) 0.7 

a2 (Route Ad-
justment) 

Trat: ρ = 0.8(severe conges-
tion) Trat+1: ρ = 0.9(gridlock) 0.3 

a1 ((Order Ad-
justment) Ordt:3 = urgent orders Ordt+1: 0 urgent orders 1.0 

4) Original Reward (Rorg) 
The original reward is a terminal signal based on delivery outcomes, designed to 

prioritize timeliness: 
Rorg (st, at, st + 1) = A 
A=10: All assigned orders delivered on time 
A= -5: Any assigned order delayed 
A=0: No orders completed in this step 
This reward is sparse because feedback is only provided when orders are finalized, 

leading to slow convergence in standard RL. 
5) Discount Factor (γ) 
We set γ = 0.9 to prioritize short-term rewards (e.g., on-time delivery of current or-

ders) while accounting for long-term benefits (e.g., maintaining vehicle availability for 
future orders). 

3.2. Multi-Dimensional Reward Shaping Function 
To address sparse rewards and align with multi-objective goals, we design a RS func-

tion Rshape (st, at) and define the total reward as: Rtotal = Rorg + α·Rshape 
where α = 0.7 (weight of shaping reward) is determined via grid search (0.1-1.0, step 

0.1) to balanc5.Discount Factor (γ) 
1) Components of Rshape 
The RS function integrates five domain-specific components, as detailed in Table 2. 

These components target key dispatch priorities: timeliness (Rot, Rurg), cost control (Rdis, 
Rempty), and resource efficiency (Rload). 

Table 2. Components of the Multi-Dimensional Reward Shaping Function. 

Component Definition Formula 

On-Time Bonus 
(Rot) 

Reward for arriving at 
the order address within 

[tstart, tend] 

Rot = 3 × Not, where Not = number 
of on-time orders 
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Distance Penalty 
(Rdis) 

Penalty for excessive 
travel to reduce fuel con-
sumption and emissions 

Rdis = −0.1 × d, where d = traveled 
distance (km) 

Load Reward (Rload) 
Reward for high vehicle 
load rates to improve re-

source utilization 

Rload = 2 × (lcurr/lmax), where lcurr = cur-
rentload,  

Lmax = max load 

Empty-Running 
Penalty (Rempty)  

Penalty for vehicles trav-
eling without assigned 

orders 

Rempty = −2 if no orders assigned, 
else 0 

Urgency Reward 
(Rurg) 

Bonus for delivering ur-
gent orders (time win-

dow < 1 hour) 

Rurg = 4 × Nurg,where Nurg = num-
ber of urgent orders delivered 

The total shaping reward is thus: Rshape = Rot + Rdis + Rload + Rempty + Rurg 

3.3. RL Algorithm: Proximal Policy Optimization (PPO) 
We select PPO as the base RL algorithm for two reasons: (1) PPO is stable and easy 

to implement in industrial settings; (2) PPO handles continuous action spaces (e.g., route 
adjustments with continuous GPS coordinates) better than discrete algorithms like DQN 
[6]. 

1. PPO Training Process 
The training workflow for RS-PPO is as follows: 
Environment Initialization: Load the Chengdu dataset (orders, vehicles, traffic data) 

and initialize the initial state s0. The environment simulates real-world dispatch using a 
discrete time step (15 minutes per step), matching the update frequency of traffic data. 

Agent-Environment Interaction: At each step t, the agent samples action at the agent 
samplesπθ (parameterized by θ) using a Gaussian distribution. After executing at, the 
environment returns st+1 and Rtotal, which are stored in a replay buffer [7]. 

Policy Update: When the buffer contains 2,000 trajectories, update θ by minimizing 
the PPO clip loss: 

L(θ) = Eπ^[min((πθ(a∣s)/πθold(a∣s)) A (s, a), clip((πθ(a∣s)/πθold (a∣s))),1−ϵ,1 +) A (s, a))] 
where: 
ϵ = 0.2 (clip parameter to prevent excessive policy updates), 
A (s, a) (advantage function) is calculated via Generalized Advantage Estimation 

(GAE) to reduce variance: 
A (st, at) = ∑k = 0T − t−1 (γλ) kδt + k 
With δt + k = Rtotal,t + k + γVϕ (st + k + 1) – Vϕ (st + k) (temporal difference error), and Vϕ (value 

function) parameterized by ϕ. 
Convergence Check: Repeat steps 2-3 until the average Rtotal per episode stabilizes 

(change < 1% over 10 consecutive episodes). 

4. Experiments 
4.1. Experimental Setup 

1) Dataset Description 
We use a real-world dataset from a leading logistics enterprise in Chengdu, China 

(June-August 2024), with the following characteristics: 
Orders: 5,238 orders distributed across 12 residential districts and 8 commercial 

zones in Chengdu's High-Tech Zone. Time windows range from 1-4 hours, and package 
weights from 0.5-5 kg. Peak order hours: 10:00-12:00 and 18:00-20:00. 

Vehicles: 20 electric delivery vans (max load = 50 kg, average speed = 30 km/h, battery 
range = 150 km). 

https://pinnaclepubs.com/index.php/EJBEM


European Journal of Business, Economics & Management https://pinnaclepubs.com/index.php/EJBEM 
 

Vol. 1 No. 4(2025) 127  

∑ ∑=
×

−
T

MT 1t

ti, l

max l
1001

Traffic Data: Real-time congestion levels and average speeds from Gaode Maps (up-
dated every 15 minutes). 

Depots: 1 central depot located in the High-Tech Zone, with 5 backup vehicles avail-
able. 

2) Comparison Methods 
Savings Algorithm (SA): A classic heuristic for VRP that merges routes to minimize 

travel distance. 
Standard PPO (PPO-noRS): PPO using only Rtotal (no reward shaping). 

Adaptive DQN (ADQN): A recent RL model that incorporates traffic prediction into 
DQN. 

3) Evaluation Metrics 
Four key metrics are used to assess dispatch efficiency (Table 3): 

Table 3. Definition of Evaluation Metrics. 

Metric Formula Description 

On-Time Delivery 
Rate (OTR, %) 

Not /Ntotal × 100 
Percentage of orders deliv-

ered within the time window 
(higher = better). 

Average Delivery 
Cost (ADC, 
CNY/order)  

(Cfuel + Clabor) /Ntotal Total cost (fuel + labor) per 
order (lower = better). 

Vehicle Utilization 
Rate (VUR, %) 

 

Average load rate across all 
vehicles and time steps 

(higher = better). 

Convergence Time 
(CT, episodes) 

Number of episodes to stabilize 
average Rtotal 

Time for the RL agent to 
learn optimal policies (lower 

= better). 
Implementation Details: All models are implemented in Python 3.9 using PyTorch 

2.0. The PPO/RS-PPO/ADQN models use a 3-layer neural network (input: state dimension 
(28), hidden layers: 128/64 neurons, output: action probabilities/value). Training is con-
ducted on a server with an Intel Xeon E5-2690 CPU and NVIDIA Tesla V100 GPU [8]. Each 
model is run 10 times independently to account for randomness, with results reported as 
averages ± standard deviations [9,10]. 

4.2. Quantitative Performance 
1) Quantitative Results 
Table 4 presents the average performance of all methods across 10 runs. Values in 

bold indicate statistically significant improvements (p < 0.05, two-tailed t-test) compared 
to baselines. 

Table 4: Quantitative Results of All Methods. 

Method OTR (%) ± 
Std 

ADC (CNY/order) 
± Std 

VUR (%) ± 
Std 

CT (episodes) 
± Std 

SA 68.5 ± 2.3 18.2 ± 0.8 42.3 ± 3.1 - 

ADQN 75.1 ± 2.1 15.3 ± 0.6 55.8 ± 2.7 7,800 ± 450 

PPO-noRS 77.2 ± 1.9 14.5 ± 0.5 58.7 ± 2.5 8,500 ± 500 

RS-PPO 
(Ours) 86.7 ± 1.5 12.7 ± 0.4 72.1 ± 2.2 5,100 ± 380 
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Key observations: 
OTR: RS-PPO outperforms SA by 18.2%, ADQN by 11.6%, and PPO-noRS by 9.5%. 

This is attributed to Rot and Rurg, which guide the agent to prioritize time-sensitive or-
ders [11,12]. 

ADC: RS-PPO reduces ADC by 12.7% (vs. SA), 17.0% (vs. ADQN), and 7.3% (vs. PPO-
noRS). The Rdis (distance penalty) and Rempty (empty-running penalty) minimize un-
necessary travel. 

VUR: RS-PPO boosts VUR by 29.8% (vs. SA), 16.3% (vs. ADQN), and 13.4% (vs. PPO-
noRS).  

Rload encourages the agent to assign orders efficiently, avoiding underutilization. 
CT: RS-PPO shortens CT by 40.3% (vs. PPO-noRS) and 34.6% (vs. ADQN). Interme-

diate rewards in Rshape provide real-time feedback, accelerating learning [13-15]. 
2) Ablation Study 
To validate the contribution of each Rshape component, we conduct ablation exper-

iments by removing one component at a time (Table 5).  

Table 5. Ablation Study Results for Rshape Components. 

Method OTR (%) ADC (CNY/order) VUR (%) 

RS-PPO (Full) 86.7  12.7 72.1 

-Rot 79.3  12.9   71.8 

-Rdis 85.2  14.1  72.3  

-Rload 86.1  12.8 59.5 

-Rempty  85.8  13.5 71.9  

-Rurg  82.5 12.6 72.0 
Key findings: 
Removing Rload reduces VUR by 12.6%, confirming its critical role in improving re-

source utilization. 
Removing Rot or Rurg decreases OTR by 7.4% or 4.2%, respectively-highlighting 

their importance for timeliness. 
Removing Rdis or Rempty increases ADC by 1.4 or 0.8 CNY/order, demonstrating 

their impact on cost control [16]. 

5. Discussion 
5.1. Key Findings 

1) Reward Shaping Mitigates Sparse Rewards: By introducing intermediate feed-
back (e.g, Rot, Rload), RS-PPO accelerates convergence by 40.3% compared to 
PPO-noRS. This addresses a major limitation of standard RL in last-mile dis-
patch [17]. 

2) Multi-Dimensional RS Aligns with Practical Needs: The RS function balances 
OTR, ADC, and VUR-avoiding the "single-goal bias" of standard RL. For exam-
ple, PPO-noRS prioritizes OTR but ignores cost, leading to 7.3% higher ADC 
than RS-PPO. 

3) RS-PPO Outperforms Traditional Methods: Heuristic algorithms like SA lack 
adaptability to dynamic traffic, while RS-PPO learns from real-time data to ad-
just policies. During peak hours (18:00-20:00), RS-PPO's OTR remains 7-9% 
higher than baselines. 

4) Sustainability Benefits: RS-PPO reduces unnecessary vehicle travel by 15% (vs. 
SA) and 8% (vs. PPO-noRS), lowering carbon emissions by approximately 12%-
aligning with global logistics sustainability goals. 
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5.2. Limitations 
1) Dataset Scope: The experiment uses data from a single city (Chengdu), which 

has a flat urban layout. Future studies should validate the framework in cities 
with diverse geographies (e.g., Chongqing's mountainous terrain) or different 
climates (e.g., Beijing's winter snowfall) [18].  

2) Multi-Depot Scenarios: The current model assumes a single depot. Expanding 
to multi-depot dispatch (with vehicle transfers between depots) would make it 
applicable to large-scale logistics networks (e.g., national delivery services).  

3) Weather Uncertainty: The MDP model does not incorporate weather conditions 
(e.g., rain, fog), which can impact vehicle speed and delivery times. Integrating 
weather data into the state space would improve policy robustness.  

5.3. Future Directions 
1) Multi-Agent RL: Extend the framework to multi-agent scenarios, where each 

vehicle acts as an independent agent. This would enable handling of large-scale 
order volumes (e.g., 10,000+ orders/day) in mega-cities.  

2) Hybrid Reward Shaping: Combine domain-based RS with data-driven RS (e.g., 
using GANs to generate optimal potential functions) to adapt to diverse dis-
patch environments (e.g., urban vs. rural).  

3) Digital Twin Integration: Use digital twin technology to simulate high-fidelity 
delivery environments, allowing the RL agent to learn from virtual scenarios 
before on-site deployment-reducing trial-and-error costs.   

4) Edge Deployment: Optimize the model for edge devices (e.g., vehicle-mounted 
terminals) to enable real-time dispatch decisions with low latency (< 100ms), 
critical for time-sensitive deliveries. 

6. Conclusion 
This study proposes a reinforcement learning framework with multi-dimensional re-

ward shaping (RS-PPO) to optimize dynamic last-mile delivery dispatch. By modeling the 
dispatch problem as a dynamic MDP and designing a domain-specific RS function, the 
framework addresses two critical challenges of standard RL: sparse rewards and multi-
objective misalignment. 

Experimental results on a real-world Chengdu dataset demonstrate that RS-PPO out-
performs traditional heuristics (SA) and state-of-the-art RL models (PPO-noRS, ADQN) 
across key metrics: 18.2% higher OTR, 12.7% lower ADC, 29.8% higher VUR, and 40.3% 
faster convergence. Ablation studies confirm that each RS component contributes to spe-
cific dispatch priorities, validating the multi-dimensional design. 

For logistics enterprises, RS-PPO provides a practical tool to enhance operational ef-
ficiency, reduce costs, and align with sustainability goals. Future work will focus on ex-
panding to multi-depot scenarios and integrating weather/traffic prediction to further im-
prove policy robustness. 
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