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Abstract: Given the strong semantic concealment, complex data structures, and high responsiveness 
requirements of anomaly events in financial systems, this study investigates advanced anomaly 
early warning methods that integrate large language models (LLMs) to enhance detection and re-
sponse capabilities. The research systematically outlines semantic processing approaches for multi-
source heterogeneous data, including structured transaction records, unstructured textual reports, 
and real-time market indicators, to ensure comprehensive analysis of potential anomalies. It further 
details the construction path for risk identification models, emphasizing feature extraction, multi-
dimensional correlation analysis, and adaptive learning mechanisms that allow the system to dy-
namically adjust to evolving financial patterns. In addition, the study presents the generation and 
push mechanism for early warning information, ensuring that alerts are delivered promptly to rel-
evant stakeholders while maintaining high interpretability and actionable insight. The system's re-
sponse efficiency and recognition performance are rigorously evaluated in real trading environ-
ments, demonstrating the framework's robustness under high-frequency and high-volume transac-
tion conditions. Comparative experiments with various baseline models show that the proposed 
approach exhibits strong adaptability and practical value, achieving superior performance in both 
recognition accuracy and response timeliness. These results indicate the potential of LLM-enhanced 
anomaly early warning systems to support more reliable and intelligent risk management in com-
plex financial environments. 

Keywords: financial anomaly events; large language models; multi-source data fusion; early warn-
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1. Introduction 
Frequent abnormal events in financial systems exhibit characteristics such as com-

plex data types, concealed behavioral chains, and stringent response timeliness require-
ments, rendering traditional rules and shallow model’s incapable of achieving precise 
identification and dynamic early warning [1]. To enhance the perception of potential risks 
in unstructured text and multimodal behavioral data, this study constructs an anomaly 
modeling and early warning framework centered on large language models. By system-
atically integrating semantic extraction, contextual analysis, and risk grading mechanisms, 
the framework covers critical stages including transaction monitoring, warning genera-
tion, and real-time push notifications. It aims to improve anomaly recognition accuracy 
and response loop capabilities within financial systems, providing technical support for 
intelligent risk control systems. 
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2. Risk Characteristics of Anomalous Events in Financial Systems 
Anomalous events within financial systems exhibit high levels of concealment, sud-

denness, and cross-domain propagation. They primarily encompass types such as irregu-
larity unlet transactions, illegal fund transfers, account compromise, and abnormal vola-
tility [2]. Such incidents often deviate from normal business patterns, exhibiting distinct 
data anomalies-such as frequent small-value transfers, surges in off-hours transactions, or 
circular fund flows between specific accounts-and frequently utilize unstructured textual 
information (e.g., reports, announcements, public sentiment) as implicit signals. The com-
plexity of these risks stems not only from diverse business structures and heterogeneous 
data but also from the temporal interdependencies and contextual dependencies inherent 
in event evolution. This makes accurate identification and timely alerts challenging for 
traditional rule-based or statistical methods. Furthermore, masking strategies for anoma-
lous behavior continuously evolve-such as employing multi-hop accounts and mixed 
transaction paths to disrupt tracking-increasing modeling complexity [3]. Consequently, 
a technical framework with deep semantic understanding and long-range dependency 
modeling capabilities must be introduced to provide foundational risk feature support for 
subsequent development of highly robust large language models. 

3. Modeling Methods for Financial Anomalies Using Large Language Models 
3.1. Semantic Understanding Capabilities of Large Language Models 

Leveraging context modeling capabilities acquired through large-scale pre-training, 
large language models can effectively capture hidden anomalous semantic patterns 
within financial contexts [4]. Traditional methods often struggle to handle contextual de-
pendencies and semantic ambiguities in unstructured text during anomaly event model-
ing. In contrast, large language models can achieve high-precision modeling of key enti-
ties, transaction motivations, and event chains within lengthy texts through self-attention 
mechanisms. For instance, when identifying announcements suspected of financial irreg-
ularities or insider trading, the model can not only comprehend explicit descriptions but 
also extract risk signals embedded within the context (such as phrases like “short-term 
concentrated share accumulation” or “undisclosed funding sources”). Furthermore, LLMs 
possess semantic transfer capabilities, enabling them to generalize abstract semantics 
across different financial sub-scenarios (e.g., banking operations, securities announce-
ments, online sentiment analysis) to support unified modeling. Their robust semantic rep-
resentation capabilities lay the foundation for subsequent text encoding, risk scoring, and 
multimodal information fusion, significantly enhancing the perception of potential abnor-
mal events and judgment accuracy. 

3.2. Representation and Processing of Anomaly Event Text Data 
Financial anomalies often manifest through unstructured texts like announcements, 

sentiment data, and transaction notes. These sources present fragmented information with 
implicit meanings, requiring meticulous processing to support downstream modeling. 
First, the system performs noise cleaning and word segmentation on raw text, leveraging 
domain-specific lexicon to identify professional entities (e.g., account names, fund flows, 
risk control terminology). Subsequently, context-enhanced entity annotation strategies are 
employed to construct financial semantic units, leveraging pre-trained language models 
to generate vector representations. A typical approach involves sentence vector expres-
sions based on token embeddings: 

𝑉𝑉𝑑𝑑𝑑𝑑𝑑𝑑 = 1
𝑛𝑛
∑ 𝑉𝑉𝑤𝑤𝑖𝑖
𝑛𝑛
𝑖𝑖=1             (1) 

Where: 𝑉𝑉𝑤𝑤𝑖𝑖  denotes the word vector for the𝑖𝑖 th word, and 𝑉𝑉𝑑𝑑𝑑𝑑𝑑𝑑 represents the se-
mantic vector for the entire text segment. In practice, to enhance anomaly representation, 
a word weighting mechanism can be introduced: 

𝑉𝑉𝑑𝑑𝑑𝑑𝑑𝑑 = ∑ 𝛼𝛼𝑖𝑖 ⋅ 𝑉𝑉𝑤𝑤𝑖𝑖 ,𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒
𝑛𝑛
𝑖𝑖=1 𝛼𝛼𝑖𝑖 = 𝑒𝑒𝑒𝑒𝑒𝑒(𝑠𝑠𝑖𝑖)

∑ 𝑒𝑒𝑒𝑒𝑒𝑒�𝑠𝑠𝑗𝑗�
𝑛𝑛
𝑗𝑗=1

        (2) 
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where: 𝛼𝛼𝑖𝑖 is the importance weight of the 𝑖𝑖 th word, and 𝑠𝑠𝑖𝑖 is computed via an at-
tention mechanism, reflecting the semantic strength of high-risk vocabulary in financial 
statements. The resulting high-dimensional vector input to subsequent models preserves 
event chronology, semantic logic, and risk implications, providing stable semantic sup-
port for anomaly detection. 

3.3. Model Training and Parameter Optimization Strategy 
To address the challenges of high-dimensional sparse inputs and extreme class im-

balance in financial anomaly detection, the model training phase requires optimization 
strategies that balance gradient stability and generalization capability. A cross-entropy-
based loss function is adopted to enhance recognition accuracy for high-risk samples. The 
specific form is as follows: 

𝐿𝐿 = −∑ 𝑦𝑦𝑖𝑖 ⋅ 𝑙𝑙𝑙𝑙𝑙𝑙(𝑦𝑦�𝑖𝑖) + (1 − 𝑦𝑦𝑖𝑖)𝑁𝑁
𝑖𝑖=1 ⋅ 𝑙𝑙𝑙𝑙𝑙𝑙(1 − 𝑦𝑦�𝑖𝑖)       (3) 

Where: 𝑦𝑦�𝑖𝑖 represents the model prediction probability, and 𝑦𝑦𝑖𝑖  denotes the label. To 
adapt to the distribution characteristics of different financial subtasks, learning rate sched-
uling and momentum adjustment strategies are introduced during training, with the 
AdamW optimizer employed to control overfitting. 

For parameter optimization, grid search combined with cross-validation was em-
ployed to conduct combinatorial experiments on key hyperparameters such as learning 
rate, batch size, and layer freezing strategy. Table 1 presents model performance under 
selected configurations, revealing significant variations in accuracy, F1 score, and training 
stability across different settings. Table 1 indicates that moderately freezing model-level 
semantic weights, combined with mini-batch training and low learning rate settings, en-
hance generalization performance and stability in anomaly detection. This provides data 
support for subsequent strategy adjustments during system deployment. 

Table 1. Model performance under different hyperparameter settings. 

Learning 
Rate 

Batch Size Optimizer 
Frozen Lay-

ers 
Accuracy 

(%) 
F1 Score Epochs 

1e-05 16 AdamW Top 6 87.43 0.852 12 
2e-05 32 AdamW None 84.91 0.823 10 
3e-05 16 SGD Top 3 81.26 0.792 15 
1e-05 64 AdamW All Frozen 78.03 0.751 20 

4. Design of the Early Warning Framework for Anomalous Events 
4.1. Overall Architecture of the Early Warning System 

To achieve proactive identification and real-time response to abnormal events in fi-
nancial systems, the early warning system employs a modular architecture comprising 
data acquisition, fusion computation, model inference, and result feedback. The overall 
architecture is illustrated in Figure 1. The system adopts a layered decoupled design to 
ensure efficient and stable processing workflows. At the data ingestion layer, the system 
supports parallel access to multi-source data, including structured transaction logs, un-
structured announcement texts, and external sentiment data, forming a dynamic data 
stream. The processing layer performs data cleansing, label completion, semantic en-
hancement, and feature unified encoding on ingested data while simultaneously generat-
ing risk alert signal streams. The inference layer deploys large language models and fu-
sion anomaly detection algorithms to execute context-based semantic event judgment and 
scoring, outputting risk level labels. Finally, the alert output layer pushes anomaly events 
to financial regulators, risk control platforms, or business terminals, forming a closed-loop 
response pathway. Figure 1 illustrates the collaborative relationships among modules 
within this system architecture, providing a foundational structure for subsequent mod-
ules such as feature fusion and risk grading. 
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Figure 1. Architecture Diagram of the Financial Anomaly Early Warning System. 

4.2. Multi-Source Data Fusion and Feature Extraction 
Financial early warning tasks face challenges such as the coexistence of structured 

and unstructured data and the widespread distribution of multi-source heterogeneous 
information. To achieve a unified representation for model inputs, the system constructs 
a multi-source data fusion mechanism based on semantic alignment and temporal align-
ment. Structured data-such as account transaction logs, amount changes, and login be-
haviors-is directly mapped into quantitative features. While unstructured data like an-
nouncement texts, user interaction logs, and social sentiment are processed through large 
language models to extract embedding vectors, capturing deep semantic risk signals. Af-
ter feature engineering, diverse data types form the subspace feature vector sets: 𝐹𝐹𝑠𝑠, 𝐹𝐹𝑡𝑡, 
and 𝐹𝐹𝑢𝑢, representing structured, textual, and user behavior dimensions respectively. The 
system employs a weighted concatenation strategy for unified representation: 

𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝛼𝛼 ⋅ 𝐹𝐹𝑠𝑠 + 𝛽𝛽 𝐹𝐹𝑡𝑡 + 𝛾𝛾 ⋅ 𝐹𝐹𝑢𝑢          (4) 
Where:𝛼𝛼,𝛽𝛽, 𝛾𝛾  represents the fusion weights obtained through adaptive learning 

based on feature importance. This approach preserves the uniqueness of each modality's 
data while ensuring overall semantic consistency and model acceptability. 

To further enhance the model's discriminative capability, time-series windowing 
processing and risk context summarization mechanisms are introduced. This ensures fea-
ture inputs accurately reflect the dynamic evolution trajectory of anomalous events. The 
fused 𝐹𝐹𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 serves as direct input for subsequent anomaly detection and risk grading 
modules, supporting highly robust judgments. 

4.3. Anomaly Detection and Risk Grading Mechanism 
Following multi-source feature fusion, the system performs high-precision detection 

of potential anomalies and constructs actionable risk grading mechanisms. Integrating se-
mantic representations and contextual features generated by large language models, the 
system employs an anomaly detection algorithm based on confidence scoring. The core 
approach evaluates the semantic deviation between input samples and the training distri-
bution [5], forming an anomaly scoring function: 

𝐴𝐴(𝑥𝑥) = 1 − 𝑃𝑃𝜃𝜃(𝑦𝑦|𝑥𝑥)           (5) 
Where: 𝑃𝑃𝜃𝜃(𝑦𝑦|𝑥𝑥) represents the model's predicted probability for the input sample 𝑥𝑥 

based on current parameters 𝜃𝜃. A lower value indicates greater abnormality. By modeling 
high-frequency behavioral patterns in financial tasks, the system can classify inputs with 
significantly deviant scores as high-risk events. 

For risk classification, the system employs a three-tier risk grading strategy defined 
as “High Risk (R3)”, “Medium Risk (R2)”, and “Suspicious Monitoring (R1)”, utilizing a 
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threshold model constructed with expert annotations from historical financial events. Us-
ing real financial operations as an example: - If the anomaly score is 𝐴𝐴(𝑥𝑥) > 0.85 and the 
event involves cross-account transfers or hidden path jumps, it is classified as R3, trigger-
ing an alert push – If 0.65 < 𝐴𝐴(𝑥𝑥) ≤ 0.85, it is classified as R2, retaining the system alert 
without prompting the terminal – All others are classified as R1 and placed under moni-
toring. 

Additionally, the system incorporates behavioral tag intervention strategies. By dy-
namically adjusting risk assessments based on supplementary dimensions like transaction 
timing, login IP, and session trajectories, it ensures high adaptability across diverse sce-
narios. This scoring and classification logic provides structured input to the alert output 
module, enhancing the interpretability and controllability of event identification. 

5. System Implementation and Application Scenarios 
5.1. Financial Transaction Monitoring Scenario Design 

Within financial systems, the transaction layer is a high-risk zone for anomalies, en-
compassing multiple risk dimensions such as abnormal fund transfers, suspicious account 
activities, and disguised transaction paths. To effectively monitor potential anomalies and 
enable real-time alerts, the system implements scenario-based transaction monitoring cen-
tered around core transaction pathways. First, during data ingestion, the system interfaces 
with core payment clearing platforms, third-party payment gateways, online banking sys-
tems, and ATM channels to collect key fields such as transaction logs, account statuses, 
and terminal information in real time. Daily transaction monitoring capacity reaches up 
to 300 million records. The collection layer utilizes Kafka message queues and ETL pipe-
lines to achieve high-throughput, low-latency data synchronization, ensuring millisec-
ond-level event detection. Second, at the feature extraction and model embedding layer, 
the system constructs unified feature encoding based on transaction dimensions (transac-
tion type, time, amount, account pair). This is combined with historical behavior vectors, 
geographic location deviations, and behavior chains from related accounts for modeling. 
Within the processing chain, large language models are embedded in the pre-transaction 
risk scoring phase. They perform semantic recognition and risk scoring on text-based 
fields-such as transaction remarks and counterparty account registration details-enhanc-
ing detection of disguised anomalies. 

To accelerate response times, the system implements five real-time detection nodes 
during transaction monitoring: entry validation, transaction flow monitoring, session be-
havior modeling, model scoring, and threshold decision-making. Each node incorporates 
local caching and re-scoring mechanisms, enabling microsecond-level blocking at the ear-
liest signs of anomalies to prevent risk propagation. The scenario design also comprehen-
sively considers the evolutionary patterns of abnormal behavior chains, incorporating 
sliding window mechanisms and cross-account graph modeling methods to continuously 
track suspicious transaction chains. Through the deployment of this transaction monitor-
ing design, the system gains the ability to perceive and trigger responses to typical abnor-
mal patterns such as “multi-hop financial irregularities” “decentralized transfer and re-
convergence” and “scheduled automated transactions” providing stable inputs for subse-
quent alert generation and risk control handling. 

5.2. Alert Generation and Push Mechanism 
After the transaction monitoring module identifies potential anomalies, the system 

converts these findings into structured alert information and executes multi-dimensional 
push notifications to achieve closed-loop management encompassing risk control inter-
vention, operational coordination, and regulatory synchronization. Alert generation relies 
on risk grading results from front-end models, contextual tags, and behavioral chain mod-
eling feedback. The system constructs standardized alert objects per event, comprising 
seven fields: transaction ID, account identifier, risk level, trigger factor, confidence range, 
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trigger time, and visual path summary-ensuring complete traceability. Alert thresholds 
are dynamically configured per scenario. For instance, in payment channel scenarios, 
transactions with confidence below 0.15 that simultaneously exhibit terminal geographic 
drift or associations with historically flagged accounts automatically generate high-prior-
ity R3 alerts. Approximately 21,000 structured alert records are generated daily, asynchro-
nously distributed via embedded message brokers (e.g., Kafka, RocketMQ) to ensure 
downstream processing efficiency. 

The push mechanism employs tiered routing: R3 events are pushed in real-time to 
manual risk control terminals and trigger temporary account freeze instructions; R2 
events are included in the next day's risk control review list; R1 events are stored in the 
alert repository for dynamic learning by strategy models. The system also supports inte-
gration with CRM platforms to send risk warning SMS or app notifications to high-fre-
quency abnormal users, enhancing customer response efficiency. Additionally, the alert 
design incorporates model explanation fields (e.g., ranking of primary trigger factors, his-
torical behavior comparison summaries) to enhance the response efficiency and judgment 
accuracy of terminal operators while providing technical transparency for regulatory 
oversight. 

6. Experiments and Effect Validation 
6.1. Experimental Dataset and Evaluation Metrics 

To evaluate the effectiveness of the financial anomaly alert system, the experiment 
utilized transaction data and business log samples from a joint-stock commercial bank 
covering Q2 to Q3 2023. This dataset includes structured transaction records, unstructured 
transaction notes, account operation logs, and blacklist tag information. The original da-
taset comprised 120 million records. After cleaning and filtering, a training and testing set 
of 2.65 million high-quality samples was constructed, with approximately 2.8% labeled as 
anomaly events. Unstructured text sources primarily included transaction descriptions 
from the mobile app, customer service records, and public sentiment reports, which were 
fused with structured features after BERT encoding. 

Regarding evaluation metrics, the system adopts Precision, Recall, F1-score, and 
AUC as primary indicators to reflect identification accuracy and coverage, addressing the 
dual requirements of sensitivity and responsiveness in financial risk control. Response 
latency and recall time window length are introduced as system-level assessment param-
eters to ensure real-time usability during actual deployment. Furthermore, to mitigate la-
bel imbalance effects, experiments employ weighted F1 and grouped AUC analysis strat-
egies to enhance metric stability and result interpretability. 

6.2. Early Warning Model Performance Comparison 
To validate the adaptability and performance advantages of large language models 

in identifying financial anomalies, the system compares four models-XGBoost, LightGBM, 
FinBERT, and the optimized LLM-FinRisk-using the same dataset and metric framework. 
Results are presented in Table 2. LLM-FinRisk demonstrated the most outstanding per-
formance in Recall (0.890) and F1-score (0.861), reflecting its superior capability in identi-
fying complex, high-potential-risk events compared to other models. Although XGBoost 
and LightGBM exhibit fast inference speeds, they show significant shortcomings in iden-
tifying low-frequency risks, with Recall values below 0.71. FinBERT achieved an excellent 
AUC (0.901) but had a slightly lower overall F1 score due to the lack of a structured feature 
integration mechanism. Regarding inference efficiency, LLM-FinRisk controlled latency 
through model pruning and hierarchical inference, achieving an average response time of 
19.8ms, meeting the real-time requirements for online trading scenarios. Comprehensive 
analysis indicates that incorporating multimodal semantic modeling and risk context fu-
sion mechanisms enhances LLM's generalization and practical applicability, providing ro-
bust support for future early warning system upgrades. 
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Table 2. Performance comparison of different anomaly detection models. 

Model Precision Recall F1-score AUC 
Inference 
Time (ms) 

XGBoost 0.842 0.683 0.754 0.869 12.4 
LightGBM 0.831 0.701 0.76 0.874 10.7 
FinBERT 0.799 0.763 0.78 0.901 46.2 

LLM-FinRisk 0.835 0.89 0.861 0.912 19.8 

6.3. System Response Efficiency Analysis 
To evaluate the real-time processing capability of the early warning system in high-

frequency financial transactions, system response efficiency tests were conducted on typ-
ical data channels during peak transaction periods, covering three scenarios: mobile pay-
ments, online banking transfers, and ATM channels. The tests primarily focused on event 
ingestion latency, model distinction delay, early warning generation time, and overall 
end-to-end response time. Results are shown in Table 3. In the mobile payment scenario, 
the system maintained an average response time under 62 ms, meeting the requirement 
for sub-second response. In the ATM channel, due to complex device access links, the 
maximum latency increased to 95 ms. The system demonstrated stable performance under 
high concurrency (5000 TPS), with latency fluctuations below 8 ms, indicating robust 
throughput control and cache scheduling capabilities. Concurrently, the alert generation 
module's latency contribution was maintained below 22%, reflecting high compatibility 
between model embedding and message queue mechanisms, thereby providing a solid 
foundation for multi-channel risk perception. 

Table 3. System latency metrics under different transaction scenarios. 

Scenario 
Avg Latency 

(ms) 
Max Latency 

(ms) 
Jitter (ms) 

Max Throughput 
(TPS) 

Mobile Payment 61.7 74.2 5.4 5800 
Online Banking 68.3 82.6 6.2 5100 
ATM Channel 72.4 95.1 7.9 4600 

7. Conclusion 
For highly concealed, context-dependent anomalies within financial systems, we 

have developed an early warning framework integrating multi-source semantic modeling 
with real-time risk perception. This demonstrates the technical adaptability and scenario 
generalization capabilities of large language models in extracting unstructured infor-
mation and identifying abnormal behaviors. Future work may further expand model 
transfer and causal reasoning capabilities across markets and multilingual environments, 
enhancing the system's ability to holistically model and interpret complex financial irreg-
ularity chains. 
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