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Abstract: With the widespread adoption of Generative Artificial Intelligence (GenAI) across various 
industries, digital advertising has emerged as a key sector demonstrating the urgency and potential 
of GenAI integration. Recent reports indicate that over 90% of advertisers have begun incorporating 
AI tools into their campaign targeting strategies. Currently, a significant portion of digital advertis-
ing content is generated using GenAI technologies. In the context of increasingly diverse and abun-
dant data channels — including video, image, and text — GenAI is playing a pivotal role in aggre-
gating and analyzing data to enable more precise audience targeting. Some studies suggest that 
GenAI-driven campaigns can achieve average cost savings of up to 20%. This paper provides a com-
prehensive overview of GenAI's innovative applications in digital advertising, with a particular fo-
cus on structured prompt design, multimodal content generation, behavior-driven feedback opti-
mization, and intelligent content auditing. It explores the implementation of these technologies in 
automated ad content creation, personalized content delivery, and cross-lingual adaptation. 
Through this review, it becomes evident that GenAI is reshaping the digital advertising landscape 
— transforming content production workflows, optimizing targeting strategies, enhancing user en-
gagement mechanisms, and significantly boosting industry-wide efficiency and economic value. 
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1. Introduction 
Generative AI has emerged as a fundamental driving force in the development of 

digital advertising technologies. In response to the limitations of traditional advertising 
methods — characterized by low efficiency, content homogeneity, and limited precision 
in audience targeting — generative AI offers transformative solutions. Leveraging ad-
vancements in natural language processing and multimodal generation, this technology 
enables the automated production of diverse content formats, including text, images, and 
videos, thereby addressing a wide range of advertising needs with greater speed and 
scalability. 

The paradigm of advertising content creation has shifted from a "manual creation + 
static dissemination" model to a "model-driven generation + intelligent distribution" 
framework. This evolution highlights the significant advantages of generative AI in en-
hancing content creativity, improving targeting accuracy, and optimizing customer inter-
action processes. This paper conducts an in-depth analysis of the technical underpinnings 
and practical implications of generative AI in advertising, and further explores its strate-
gic role and future potential within intelligent marketing ecosystems. 
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2. Overview of Generative AI Technology 
As previously discussed, one of the most significant applications of Generative AI 

(GenAI) in the digital advertising industry is automated content creation. Powered by 
deep learning algorithms, GenAI models can produce a wide range of media types — 
including text, images, audio, and video — in response to user-defined prompts. These 
models are trained on large-scale datasets consisting of millions of samples, allowing them 
to replicate semantic, stylistic, and contextual patterns to generate high-quality, context-
specific content. By leveraging this training data, GenAI can be fine-tuned to meet specific 
advertiser requirements, enabling personalized and brand-aligned content generation. 
Moreover, GenAI-generated content can adapt to interactive scenarios, such as real-time 
responses based on user behavior and engagement metrics, thus enhancing audience in-
teraction and campaign effectiveness. This marks a departure from traditional advertising 
workflows, where static content was manually created and often lacked real-time adapt-
ability. GenAI significantly reduces production time and costs, transforming processes 
that previously required days of effort into ones achievable within minutes. This automa-
tion not only increases operational efficiency but also fosters richer and more diverse ad-
vertising content, thereby accelerating innovation and contributing to the overall growth 
of the digital advertising industry [1]. 

3. Key Technologies of Generative AI in the Evolution of Digital Advertising Prod-
ucts 
3.1. Structured Prompt Control Technology 

In the era of digital advertising shaped by generative AI, prompts serve not merely 
as command inputs to the model but as essential control mechanisms for guiding content 
output. Structured prompt engineering has emerged as a critical technique, enabling ad-
vertisers to define template-based and parameterized input specifications that direct the 
content generation process with greater precision. This approach addresses key chal-
lenges in traditional prompt usage, such as ambiguity, inconsistent output, and deviations 
in style or tone [2]. At its core, a structured prompt involves the insertion of variable con-
trol elements within a fixed semantic framework. This design allows advertisers and mar-
keters to generate content that adheres to predefined stylistic, contextual, and functional 
parameters, thereby enhancing consistency and alignment with brand identity. Structured 
prompts facilitate scalability, reproducibility, and customization in AI-generated adver-
tising content, ultimately improving the efficiency and effectiveness of creative workflows. 

𝑃𝑃(𝑥𝑥) = 𝑡𝑡0 + ∑ 𝑡𝑡𝑖𝑖𝑛𝑛
𝑖𝑖=1 (𝑣𝑣𝑖𝑖)           (1) 

In this framework, 𝑡𝑡0 denotes the task-level instruction (e.g., "generate advertising 
copy"), 𝑡𝑡𝑖𝑖 represents the i-th attribute prompt template, and 𝑣𝑣𝑖𝑖 corresponds to the actual 
content variable assigned to each attribute. A representative example of a structured 
prompt in advertising can be expressed as: 

P(x) = "Generate an advertisement about "+ (product name) +", the target audience is 
"+ (user group) +", and the style is "+(tone). 

To enhance both the credibility and diversity of the generated content, weighting 
mechanisms can be introduced for each control element within the prompt structure. By 
assigning differential weights to specific attributes — such as product relevance, audience 
targeting, or stylistic tone — advertisers can fine-tune the output to prioritize key cam-
paign goals or brand messaging constraints. This structured and weighted prompting ap-
proach significantly improves the alignment of generative outputs with marketing objec-
tives. 

𝑃𝑃𝑤𝑤(𝑥𝑥) = 𝑡𝑡0 + ∑ 𝑤𝑤𝑖𝑖𝑛𝑛
𝑖𝑖=1 ⋅ 𝑡𝑡𝑖𝑖(𝑣𝑣𝑖𝑖)          (2) 

Among them, 𝑤𝑤 ∈ [0,1] represents the proportion of the impact of each parameter 
on the final output, from which the generated content focus can be adjusted according to 
the advertising strategy.  
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In practical implementation, reinforcement learning mechanisms can be employed to 
dynamically adjust the weights of prompt parameters, optimizing content generation out-
comes based on utility functions — such as click-through rate (CTR) or conversion rate 
(CVR). This optimization objective can be formally expressed as: 

𝑚𝑚𝑚𝑚𝑥𝑥
𝑤𝑤

 𝔼𝔼[𝑅𝑅(𝐺𝐺(𝑃𝑃𝑤𝑤(𝑥𝑥)))]           (3) 
where R denotes the advertising effectiveness evaluation function, G represents the 

output function of the generative content model, and Pw(x) is the weighted prompt func-
tion with parameter vector w.  

The structured prompt regulation mechanism ensures consistency and accuracy in 
advertising copy style, while supporting multivariate testing to generate diverse content 
combinations. This significantly enhances the flexibility and personalization capabilities 
of ad delivery. As template libraries, tagging systems, and automated prompt recommen-
dation tools continue to evolve, the integration of reinforcement learning and structured 
prompting has become a key driver of generative advertising platforms. This convergence 
is steering the industry toward a more controlled, predictable, and evaluative approach 
to content creation, marking a fundamental shift in the production and deployment of 
digital advertising content [3]. 

3.2. Multi Modal Fusion Generation Mechanism 
With the rapid advancement of digital advertising, single-modality advertising con-

tent is increasingly insufficient to satisfy the growing perceptual and engagement de-
mands of audiences across diverse media types — such as text, imagery, audio, and video. 
In this context, the multimodal integrative creative paradigm enabled by generative AI 
represents a transformative technological breakthrough. This approach eliminates the tra-
ditional silos between various content modalities, allowing for the synchronized and co-
hesive generation of rich, multisensory advertising experiences [4]. 

At the core of multimodal generative systems lies the principle of projecting inputs 
from heterogeneous modalities into a shared semantic latent space. This shared space en-
ables the model to understand and generate coherent cross-modal outputs, where, for ex-
ample, text can be used to generate corresponding images, or video narratives can be ac-
companied by stylistically aligned music and captions. The foundational modeling ap-
proach can be generally represented as: 

𝒵𝒵 = 𝑓𝑓𝑇𝑇(𝑥𝑥𝑇𝑇) = 𝑓𝑓𝐼𝐼(𝑥𝑥𝐼𝐼) = 𝑓𝑓𝐴𝐴(𝑥𝑥𝐴𝐴)          (4) 
In this formulation, 𝑥𝑥𝑇𝑇, 𝑥𝑥𝐼𝐼 and 𝑥𝑥𝐴𝐴 represent text, image, and audio inputs, respec-

tively. The functions 𝑓𝑓𝑇𝑇, 𝑓𝑓𝐼𝐼, and 𝑓𝑓𝐴𝐴 are the corresponding modality-specific encoders. By 
projecting all input modalities into a shared semantic latent space z, generative models 
are able to achieve unified representation, enabling collaborative expression and under-
standing across multiple modalities. In the context of advertising content creation, a 
widely adopted implementation involves using text as the primary driver, where a model 
generates visual imagery conditioned on advertising copy. This process can be modeled 
as: 

𝑦𝑦𝐼𝐼 = 𝐺𝐺𝐼𝐼(𝑓𝑓𝑇𝑇(𝑥𝑥𝑇𝑇))            (5) 
Here, 𝑥𝑥𝑇𝑇 denotes the input textual content (e.g., an ad copy), 𝑓𝑓𝑇𝑇 is the text encoder, 

and 𝐺𝐺𝐼𝐼 is the image generator. By employing advanced image generation architectures 
such as Diffusion Models or Generative Adversarial Networks (GANs), it becomes feasi-
ble to generate coherent visual outputs that accurately reflect the semantic intent of the 
textual input. This enables every visual element within an advertisement to consistently 
convey the same promotional message [5]. 

To ensure semantic alignment between modalities and enhance the quality of multi-
modal outputs, recent models optimize the following objective function: 

ℒ = 𝜆𝜆1 ⋅ ℒtext + 𝜆𝜆2 ⋅ ℒvisual + 𝜆𝜆3 ⋅ ℒalign        (6) 
In this equation, ℒtext and ℒvisual are the loss functions for the text and image gen-

eration tasks, respectively, while ℒalign quantifies the semantic consistency between the 
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textual and visual outputs. The parameters 𝜆𝜆1 , 𝜆𝜆2 and 𝜆𝜆3 are weights that balance each 
component of the loss. This optimization framework effectively mitigates issues such as 
mismatched styles or incoherence between generated text and imagery, thereby improv-
ing suitability for high-end brand campaigns and short-form video content. 

With the continued evolution of cross-modal pre-trained models such as DALL·E, 
Imagen, and Runway Gen-2, the semantic fidelity and compositional integration of mul-
timodal generation have significantly improved. On modern advertising platforms, users 
can now produce complete visual, audio, or video content — including interactive virtual 
interfaces — based solely on brief textual descriptions. This automation substantially re-
duces creative design costs, accelerates production timelines, and enriches the diversity 
and depth of advertising content. 

Multimodal fusion technology not only facilitates the transformation of advertising 
content from static presentation to an immersive, experiential display mode, but also en-
ables unified modeling, rapid iteration, and semantic alignment across content types. 
These capabilities provide comprehensive solutions for the generation and exchange of 
advertising information, making multimodal fusion a critical technological foundation for 
the development of intelligent advertising platforms. 

3.3. RLHF Behavior Feedback Optimization Model 
Reinforcement Learning from Human Feedback (RLHF) enhances the quality and 

effectiveness of advertising content by incorporating user behavior as an external reward 
signal. This approach enables the generative process to adapt dynamically to real-world 
publishing feedback, thereby optimizing both content quality and promotional outcomes. 
The core idea behind RLHF is to first train a foundational natural language processing 
(NLP) model and subsequently refine its output strategy using reinforcement learning 
techniques. 

In the context of advertising, RLHF can be formalized by defining a reward function 
that maps user interaction data to content quality metrics. Specifically, for a given piece 
of generated advertising content y, the reward function can be defined as: 

𝑅𝑅(𝑦𝑦) = 𝛼𝛼 ⋅ 𝐶𝐶𝐶𝐶𝑅𝑅(𝑦𝑦) + 𝛽𝛽 ⋅ 𝐶𝐶𝐶𝐶𝑅𝑅(𝑦𝑦) − 𝛾𝛾 ⋅ 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑦𝑦)      (7) 
where 𝐶𝐶𝐶𝐶𝑅𝑅(𝑦𝑦)  denotes the click-through rate, 𝐶𝐶𝐶𝐶𝑅𝑅(𝑦𝑦)  the conversion rate, and 

𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵(𝑦𝑦) the bounce rate associated with the content y. The coefficients α, β, and γ are 
weighting parameters that balance the importance of each user behavior metric. This eval-
uation system comprehensively considers three dimensions: user engagement, conversion 
effectiveness, and bounce rate. 

The Policy Improvement Phase employs Proximal Policy Optimization (PPO) algo-
rithms to iteratively refine the decision-making process of the generative model, with the 
primary objective of maximizing the expected reward: 

𝑚𝑚𝑚𝑚𝑥𝑥
𝜃𝜃

 𝔼𝔼𝑦𝑦∼𝐺𝐺𝜃𝜃(𝑥𝑥)[𝑅𝑅(𝑦𝑦)]           (8) 
where x denotes the input, and 𝐺𝐺𝜃𝜃(𝑥𝑥) represents the advertising content generated 

by the current model parameterized by θ. The system dynamically updates θ by analyz-
ing historical feedback data, thereby increasing the likelihood of producing high-quality 
content. 

During the generation phase, distribution reconstruction and sampling optimization 
are conducted through behavior-feedback-driven sampling. The objective function incor-
porates Kullback–Leibler (KL) divergence to regulate policy updates and maintain stabil-
ity: 

ℒ𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = −𝑅𝑅(𝑦𝑦) + 𝜆𝜆 ⋅ 𝐷𝐷𝐾𝐾𝑅𝑅(𝐺𝐺𝜃𝜃 ∥ 𝐺𝐺𝑝𝑝𝑝𝑝𝑝𝑝)         (9) 
where 𝐺𝐺𝑝𝑝𝑝𝑝𝑝𝑝 is a pre-trained baseline model, 𝐷𝐷𝐾𝐾𝑅𝑅 measures the divergence between 

the current and previous policies, and λ is a regularization coefficient preventing overfit-
ting to feedback and preserving generalization. 

By adopting RLHF, the system achieves a continuous "learning and optimization" 
loop in advertising content creation. Leveraging consumer behavior feedback as a reward 
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signal, the iterative process aligns generated advertisements with user preferences and 
target consumer goals, facilitating semantic guidance and personalized content matching. 
In practical applications, RLHF has been integrated into automated ad delivery systems, 
creative A/B testing tools, and personalized creative generation engines. These integra-
tions not only enhance the commercial value of advertising but also reduce manual trial-
and-error costs and accelerate intelligent content deployment. 

With ongoing advancements in online learning algorithms and feedback mecha-
nisms, reinforcement learning-based feedback optimization (RLHF) is emerging as a piv-
otal technical solution driving the continuous iteration and enhancement of advertising 
creativity. 

3.4. Intelligent Content Proofreading System 
Leveraging natural language processing and image recognition technologies, an au-

tomated and scalable text inspection model — an intelligent content proofreading system 
— can be developed to ensure the legality and brand safety of advertising content. The 
system performs real-time evaluation of generated content y and outputs a binary deci-
sion 𝑠𝑠 ∈ {0,1}, where s = 1 denotes content passing inspection, and s = 0 indicates the pres-
ence of violations or potentially objectionable material. 

The text compliance assessment module constructs a content evaluation function 
𝐶𝐶𝑡𝑡𝑝𝑝𝑥𝑥𝑡𝑡(𝑦𝑦𝑇𝑇) based on semantic classification models such as BERT, where 𝑦𝑦𝑇𝑇 represents the 
generated textual content. The fundamental decision function is defined as: 

𝑠𝑠𝑇𝑇 = 𝐶𝐶𝑡𝑡𝑝𝑝𝑥𝑥𝑡𝑡(𝑦𝑦𝑇𝑇) = 𝜎𝜎(𝑊𝑊 ⋅ ℎ𝑇𝑇 + 𝑏𝑏)        (10) 
Here, ℎ𝑇𝑇 denotes the semantic vector representation of the text, W is the weight ma-

trix, and σ is the sigmoid activation function. The model is trained to identify risk factors 
in advertising copy by learning from labeled data encompassing abusive, false, and sen-
sitive content. 

The image and video content detection module filters visually generated advertising 
materials using image recognition models such as ResNet or Vision Transformer, com-
bined with object detection and content review libraries. Its decision function is formu-
lated as: 

𝑠𝑠𝐼𝐼 = 𝐶𝐶𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑝𝑝(𝑦𝑦𝐼𝐼) = 𝐷𝐷𝐵𝐵𝑡𝑡𝐵𝐵𝐵𝐵𝑡𝑡(𝐹𝐹𝐵𝐵𝑚𝑚𝑡𝑡𝐵𝐵𝐹𝐹𝐵𝐵(𝑦𝑦𝐼𝐼)) ∈ {0,1}      (11) 
where yI is the generated image or video frame, 𝐹𝐹𝐵𝐵𝑚𝑚𝑡𝑡𝐵𝐵𝐹𝐹𝐵𝐵(𝑦𝑦𝐼𝐼) denotes the visual fea-

ture extraction process, and 𝐷𝐷𝐵𝐵𝑡𝑡𝐵𝐵𝐵𝐵𝑡𝑡() performs content verification tasks, including the 
identification of prohibited information and improper use of trademarks. The integration 
of frame-by-frame analysis with semantic understanding substantially enhances the accu-
racy of video content screening. 

To provide a comprehensive safety assessment, multiple dimensions — including 
text, visual content, semantic consistency, and brand compliance — are integrated into a 
unified scoring function. A linear weighted model is employed as follows: 

Stotal = 𝜆𝜆1 ⋅ sT + 𝜆𝜆2 ⋅ sI + 𝜆𝜆3 ⋅ sR        (12) 
where sR  quantifies the degree of compliance with brand guidelines, including 

brand attributes, terminology, and contextual relevance. The weights 𝜆𝜆i ∈ [0,1] are ad-
justable according to specific operational requirements. Content is deemed compliant if 
Stotal ≥ 𝜃𝜃, where θ is a predefined threshold. 

This architectural design enables the intelligent content screening system to establish 
a robust risk control loop for advertising content, effectively mitigating potential issues 
such as the dissemination of illegal or inappropriate materials. 

4. Analysis of the Role of Generative AI in the Evolution of Digital Advertising Prod-
ucts 
4.1. Refactoring the Paradigm of Advertising Content Production 

In traditional digital advertising platforms, content production predominantly relies 
on manual division of labor, encompassing tasks such as copywriting, image design, and 
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material organization. This approach often results in lengthy production cycles, low op-
erational efficiency, and limited content scalability. By leveraging generative AI technol-
ogies — anchored in pre-trained language models, multimodal generative frameworks, 
and semantic control techniques — large volumes of advertising copy and imagery can be 
generated rapidly. Moreover, these outputs can be tailored to diverse platforms and indi-
vidualized preferences, thereby significantly enhancing both the speed and diversity of 
creative content production (Table 1 and Figure 1). 

Table 1. Comparison of Content Production Efficiency of a Brand Advertising Team before and after 
Adopting Generative AI. 

Project Traditional 
way 

After introducing 
generative AI 

Increase ampli-
tude 

Average copy writing output 
speed (articles/hour) 5 120 +2300% 

Number of multi-platform mate-
rial adaptation versions (types) 3 20 +566% 

Average A/B testing cycle (days) 20 7 -65% 
Proportion of manual intervention 100% <30% -70% 

 
Figure 1. Comparison of Content Production Efficiency of a Brand Advertising Team before and 
after Adopting Generative AI. 

The mentioned data demonstrate that the integration of generative AI not only en-
hances the scale and velocity of advertising content creation but also transforms the or-
ganizational structure of the creative process, propelling the advertising industry into an 
era of automated innovation. 

4.2. Implementing Semantic Driven Real-Time Personalized Advertising 
Traditional advertising primarily relies on broad demographic characteristics and 

static content libraries for information matching and content dissemination. This ap-
proach often falls short in accurately capturing consumer intent and adapting to real-time 
linguistic and contextual shifts. In contrast, under a semantic-driven paradigm, the system 
employs intent recognition technologies to construct semantic representations of user be-
havior. Utilizing prompt-based content generation tools, it can automatically produce ad-
vertising materials and complete the process of "dynamic matching → content creation → 
advertising presentation" prior to user interaction, thereby significantly enhancing per-
sonalization and responsiveness (Table 2 and Figure 2). 
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Table 2. Comparison of Changes in Key Indicators before and after Introducing Semantics-Driven 
Personalized Advertising on a Specific Advertising Platform. 

Indicator project Before introduction After introduction Increase amplitude 
Ad click through rate (%) 23 48 +108.7% 
User dwell time (seconds) 18.6 32.1 +72.5% 

Content matching accuracy (%) 61 87 +42.6% 
Average conversion rate (%) 6.5 14.3 +120% 

 
Figure 2. Comparison of Key Indicators Changes before and after Introducing Semantic Driven Per-
sonalized Advertising on a Certain Advertising Platform. 

The introduction of generative AI technology enables advertising placement to better 
meet the current needs of consumers, significantly improving promotion rates and match-
ing accuracy, laying a solid foundation for the development of an intelligent advertising 
placement model based on semantics-driven and feedback-based approaches. 

4.3. Promote the Emergence of New Forms of Intelligent Interactive Advertising 
As digital advertising shifts from "static display" to "intelligent interaction", artificial 

intelligence technology enables it to understand language and mimic the way people talk 
to each other, communicate with customers, and provide emotional feedback. New forms 
of advertising, such as voice chat ads, question and answer product introductions, and 
imitation of virtual characters, can dynamically adjust the path based on customers' real-
time actions and behaviors, achieve personalized presentation of information, and greatly 
enhance customers' sense of immersion (Table 3 and Figure 3). 

Table 3. Key Performance Indicators before and after Deploying Generative AI Interactive Adver-
tising on a Certain Platform. 

Indicator project Traditional adver-
tising 

AI interactive adver-
tising 

Relative 
change 

User response time (seconds) 6.8 2.1 ↓69.1% 
Dialogue trigger rate (%) 7.6 28.4 ↑273.7% 

Reply frequency 1.9 4.6 ↑142.1% 
User satisfaction (10-point scale) 6.3 8.5 ↑34.9% 
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Figure 3. Key Performance Indicators before and after Deploying Generative AI Interactive Adver-
tising on a Certain Platform. 

By building an interactive, responsive, and guided advertising interaction system, 
generative AI enables advertising to finally gain the initiative to "understand consumers, 
guide consumer consumption, and meet consumer requirements", leading the advertising 
industry to a comprehensive upgrade from media display to intelligent communication. 

5. Conclusion 
Generative AI technology is fundamentally reshaping the production and dissemi-

nation paradigms within digital advertising. By leveraging innovative approaches such 
as structured prompts, cross-modal content synthesis, user behavior-driven optimization, 
and intelligent auditing, the industry has transitioned from manual to automated produc-
tion processes — substantially enhancing both content generation efficiency and the pre-
cision of targeted advertising. Empowered by semantic parsing and interactive technolo-
gies, advertising formats are evolving beyond static templates toward greater customiza-
tion, contextualization, and intelligence. This study explores the core technological 
roadmap and practical effectiveness of generative AI, demonstrating its impact across key 
dimensions such as advertising content creation and user experience. The findings under-
score the transformative role of intelligent generation technologies, heralding a new era 
of advertising systems powered by natural language processing. 
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