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Abstract: With the rapid development of deep learning technology, image segmentation macro-
models have achieved remarkable results in many fields. However, these large models often face 
problems such as high consumption of computational resources and difficulties in deployment. 
Knowledge distillation, as an effective model compression and optimisation technique, has gradu-
ally received attention from researchers. This paper provides a systematic review of the literature 
related to knowledge distillation for large models of image segmentation, and analyses the current 
status, advantages and shortcomings of the application of knowledge distillation in large models of 
image segmentation in terms of improving the AR interactive experience, solving the contradiction 
between real-time and accuracy, promoting the lightweight and efficient deployment of the model, 
enhancing the generalization capability of the model, and facilitating the fusion of multimodal data, 
etc. It also looks forward to the future research direction, aiming to provide a better solution for the 
research in the related fields. outlook, aiming to provide reference and inspiration for researchers 
in related fields. 
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1. Introduction 
Image segmentation is an important task in the field of computer vision, which di-

vides an image into multiple pixel regions such that each region corresponds to a specific 
object or part of the image. In recent years, with the rise of deep learning technology, 
image segmentation macromodels have been widely researched and applied, e.g., they 
play an important role in the fields of medical image analysis, automatic driving, and in-
telligent security. However, these large models usually have a large number of parameters 
and complex structures, resulting in high computational cost, slow inference speed, and 
difficult to run in real time on resource-constrained devices, which limits the expansion 
of their practical application scenarios. Knowledge distillation technique is expected to 
solve this problem by migrating knowledge from complex teacher models to lightweight 
student models. In this paper, we will review the literature related to knowledge distilla-
tion for large models of image segmentation and discuss its applications and research 
progress in different scenarios.  
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2. Overview of Knowledge Distillation Techniques 
Knowledge distillation is a model compression method, the core idea of which is to 

use a powerful but complex teacher model to guide the learning of a lightweight student 
model, so that the student model can inherit most of the performance of the teacher model, 
while reducing the computational cost and model complexity. In the knowledge distilla-
tion process, a loss function is usually defined to measure the difference between the stu-
dent model and the teacher model, and the student model is trained by optimising this 
loss function. Common knowledge distillation methods include soft target-based distilla-
tion, feature-based distillation, and relationship-based distillation. Each of these methods 
has its own advantages in different application scenarios, and researchers are constantly 
exploring and improving knowledge distillation techniques for better application in the 
optimisation of large models for image segmentation. 

3. Research Status of Knowledge Distillation for Image Segmentation Macromodels 
3.1. Enhancing AR Interactive Experience 

In the field of augmented reality (AR), image segmentation techniques are crucial for 
achieving the accurate integration of virtual information and real scenes. Knowledge dis-
tillation can significantly improve the performance of student models by migrating 
knowledge from complex teacher models to simple student models, thus enhancing the 
fusion of virtual information and real scenes [1]. However, the study did not directly men-
tion the enhancement of AR interaction experience. On the other hand, the importance of 
target detection in mobile AR has been emphasised, as the ability to accurately detect tar-
gets in the environment that need to be augmented in real time directly determines the 
performance of the system. By optimising the target detection algorithm, the interactivity 
and user experience of the AR system can be significantly improved, but the application 
of knowledge distillation techniques in it is not explicitly mentioned [2]. A precise surgical 
navigation system studied the importance of precise navigation for surgical scenarios, 
with precise image segmentation and visualisation techniques being key to enhancing the 
AR interaction experience. However, there is a lack of direct discussion on enhancing AR 
technology's interaction experience in a wider range of scenarios [3]. The BA-KD frame-
work achieves accurate extraction of polyp boundaries through the integration of the 
boundary segmentation network and the polyp segmentation network, and performs well 
on multiple datasets. This can significantly improve segmentation accuracy and thus en-
hance the interactivity and user experience of the AR system, but the study mainly focuses 
on the field of medical image segmentation, and does not involve other fields [4]. By de-
signing a spatial aggregation module and a channel aggregation module to obtain feature 
vectors containing global information from both spatial and channel directions, and by 
enhancing the long-range dependency of the network to improve the ability to express 
logical anomalies, the accuracy of semantic segmentation was improved, thus indirectly 
enhancing the interactivity and user experience of the AR system. However, this study 
mainly focuses on the field of medical image detection and does not cover other fields [5]. 
The study mainly focuses on industrial anomaly detection and does not directly involve 
the enhancement of AR interactive experience [6]. Augmented reality technology and per-
sonalized recommendation systems with the ability of big models can provide customized 
suggestions according to passenger habits and situations, and provide navigation infor-
mation through AR gauges, AR maps, or AR heads-up displays (HUDs). Combined with 
the learning of user behaviours from the big models, the system can provide personalized 
navigation, entertainment, and attraction recommendations, demonstrating the potential 
of big models to enhance the AR interactive experience. However, it cannot directly prove 
the effect of knowledge distillation on the AR interactive experience [6]. 
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3.2. Solving the Contradiction between Real-Time and Accuracy 
In practical applications, image segmentation macromodels often need to make a 

trade-off between real-time and accuracy. Knowledge distillation can migrate knowledge 
from complex models to lightweight models without significantly reducing performance, 
thus achieving high-precision real-time processing on resource-constrained devices, 
which indirectly illustrates the potential of knowledge distillation in resolving the contra-
diction between real-time and accuracy. However, it lacks a targeted analysis of AR real-
time requirements [7]. Knowledge distillation can effectively improve the classification 
ability of student networks to achieve network compression, pointing out the potential of 
knowledge distillation in improving the performance of lightweight models, although the 
specific application in AR scenarios is not mentioned [8]. Knowledge distillation technol-
ogy can improve the segmentation accuracy of lightweight models without increasing the 
computational burden to meet the real-time and high-precision demands of AR, and it has 
improved the visual inertial navigation system to enhance positioning accuracy and ro-
bustness, providing a potential direction for the application of knowledge distillation 
technology in AR. However, it did not explore in detail the specific implementation 
method of knowledge distillation technology in solving the conflict between real-time and 
accuracy, and lacks a detailed understanding of the application of knowledge distillation 
technology in AR scenarios. The specific implementation method of knowledge distilla-
tion technology in solving the contradiction between real-time and accuracy is not ex-
plored in detail, and the comparative analysis of different lightweight models is lacking 
[9]. Applying deep learning methods to target detection in mobile AR is a challenging 
problem, and there is a contradiction between real-time and accuracy in existing tech-
niques, but knowledge distillation as a solution is not discussed [2]. The use of the Deep-
Speed framework and the imperative dataset of synthetic paths of inorganic materials to 
fine-tune the open-source macromodel Lla-ma2-70b with LoRA fine-tuning technique has 
provided ideas for solving the problem of the conflict between real-time and accuracy in 
AR scenarios. However, it is not clearly stated whether it is applicable to lightweight mod-
els in AR scenarios [10]. Large models have a large amount of computation and a long 
inference time, so optimizing the computational efficiency of the model, reducing energy 
consumption, and speeding up inference is a key topic. This clarifies the real-time problem 
faced by large models in intelligent networked vehicles, but it cannot directly support the 
application of knowledge distillation in the semantic segmentation of AR images [6]. 

Table 1. Solving the contradiction between real-time and accuracy. 

No. Viewpoint Significance 

1 

Knowledge distillation can, without significantly 
reducing performance, transfer knowledge from 

complex models to lightweight models, thus 
achieving high-precision real-time processing on 

resource-constrained devices. 

Indirectly explains the potential of 
knowledge distillation in solving 

the contradiction between real-time 
and precision, emphasizing the 

performance improvement of light-
weight models through knowledge 

distillation. 

2 
Knowledge distillation can effectively improve 
the classification ability of student networks, 

thus achieving network compression. 

Points out the potential of 
knowledge distillation in improv-
ing the performance of lightweight 
models, emphasizing its ability to 

enhance the precision of light-
weight models without increasing 

computational burden. 

https://pinnaclepubs.com/index.php/EJACI


European Journal of AI, Computing & Informatics https://pinnaclepubs.com/index.php/EJACI 
 

Vol. 1 No. 1 (2025) 4  

3 

Knowledge distillation technology can, without 
increasing computational burden, improve the 
segmentation accuracy of lightweight models, 
meeting the real-time and high-precision re-

quirements of AR. 

Improves visual inertial navigation 
systems, enhancing positioning ac-
curacy and robustness, providing a 
potential direction for the applica-
tion of knowledge distillation tech-

nology in AR. 

4 
Applying deep learning methods to mobile AR 

target detection is a challenging issue. 

Existing technology has contradic-
tions between real-time and preci-

sion. 

5 

Research utilizes the DeepSpeed framework and 
inorganic material synthesis path instruction da-

tasets, adopts LoRA fine-tuning technology to 
fine-tune the open-source large model Llama2-
70b, and optimizes the model's hyperparame-

ters, evaluating the optimization effect from two 
aspects: loss value and model stability during 

model training. 

Provides ideas for solving the con-
tradiction between real-time and 

precision in AR scenarios. 

6 

Large models have large computational loads 
and long inference times, so how to optimize 

model computational efficiency, reduce energy 
consumption, and speed up inference is a key is-

sue. 

Clarifies the real-time issues faced 
by large models in intelligent con-

nected vehicles. 

3.3. Promoting Model Lightweight and Efficient Deployment 
In order to enable image segmentation big models to run efficiently in mobile devices 

or embedded systems, model lightweighting and efficient deployment are key. 
Knowledge distillation, as an emerging model compression method, can reduce the num-
ber of model parameters and computational cost by migrating the knowledge of complex 
models into lightweight models, making them more suitable for efficient operation in mo-
bile devices or embedded systems, but it did not mention the specific effect of power con-
sumption reduction [7]. The effective reduction of computation through deep separable 
convolution and knowledge distillation as a model compression technique can further 
optimise the lightweight model, reduce the number of parameters and computational cost, 
and make it more suitable for efficient operation in mobile devices or embedded systems, 
but it did not address the specific application of knowledge distillation in model light-
weighting [2]. Knowledge distillation can migrate knowledge from complex models to 
lightweight models, reduce the number of model parameters and computational costs, 
and reduce power consumption while maintaining high accuracy, making it more suitable 
for efficient operation on resource-constrained devices. However, the study did not elab-
orate on specific application cases in AR image semantic segmentation scenarios [11]. AR-
like terminal devices gather applications in business domains such as display, sensing, 
interaction, and communication, and can be used as a carrier to show an immersive expe-
rience of 3D stereoscopic and virtual-reality fusion, but the study did not mention the role 
of knowledge distillation technology in model lightweighting and efficient deployment 
[12,13]. Lightweight and efficient deployment of models through the DeepSpeed frame-
work reduces the memory pressure of a single GPU and provides technical support for 
the efficient operation of models in mobile devices or embedded systems, but it did not 
mention whether it is applicable to lightweight models in AR scenarios [10]. The im-
portance of hardware and algorithm synergy, such as developing more efficient sparse 
matrix operations and low-precision computation support hardware to improve the de-
ployment efficiency of pruning and quantisation techniques, is repeatedly mentioned, but 
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the role of knowledge distillation techniques in model lightweighting is not explicitly dis-
cussed [6]. 

Table 2. Solving the contradiction between real-time and accuracy. 

No. Viewpoint Significance 

1 

Knowledge distillation, as an emerging 
model compression method, can trans-
fer knowledge from complex models 

to lightweight models, reducing model 
parameters and computational costs, 
making it more suitable for efficient 

operation on mobile devices or embed-
ded systems. 

Points out the application of knowledge dis-
tillation in model light-weighting, emphasiz-
ing its optimization of model parameters and 

computational costs. 

2 
Through deep separable convolution 
to effectively reduce computational 

volume. 

Knowledge distillation, as a model compres-
sion technology, can further optimize light-

weight models, reduce parameters and com-
putational costs, making it more suitable for 
efficient operation on mobile devices or em-

bedded systems. 

3 

Knowledge distillation can transfer the 
knowledge of complex models to light-

weight models, reducing model pa-
rameter volume and computational 

costs. 

Clearly points out the advantages of 
knowledge distillation in model light-

weighting and efficient deployment, allow-
ing it to maintain high precision while reduc-
ing model parameter volume and computa-
tional costs, making it more suitable for effi-
cient operation on resource-constrained de-

vices, reducing power consumption. 

4 

AR terminal devices integrate display, 
sensing, interaction, communication, 

and other business applications, 
providing an immersive experience 

that combines three-dimensional real-
ity and virtual reality. 

Emphasizes the advantages of AR devices as 
large model carriers, clarifying the im-

portance of AR devices in large model appli-
cations. 

5 

By using the DeepSpeed framework, 
model light-weighting and efficient de-

ployment are achieved, reducing the 
memory pressure of a single GPU. This 
provides technical support for efficient 
operation of models on mobile devices 

or embedded systems. 

Optimizes the deployment efficiency of mod-
els. 

6 

Hardware and algorithm collabora-
tion: develop more efficient sparse ma-

trix computation and low-precision 
computing support hardware to en-
hance the deployment efficiency of 
pruning and quantization technolo-

gies. 

Emphasizes the importance of hardware and 
algorithm collaboration optimization. 
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3.4. Enhance Model Generalisation Ability 
The generalisation ability of large models for image segmentation is crucial when 

facing complex and changing scenes. Knowledge distillation can significantly improve the 
generalisation ability of student models in complex scenarios by transferring the “dark 
knowledge” of the teacher's model, so as to maintain stable performance in changing en-
vironments, but it lacks a specific analysis of AR scenarios [7]. Model lightweighting itself 
may help improve generalisation ability and provide support for efficient model opera-
tion, but there is insufficient direct evidence and in-depth analysis of generalisation ability 
improvement [8]. AR scenarios are complex and diverse, and knowledge distillation can 
enhance the adaptability of models to different scenarios, enhance their generalisation 
ability, and enable them to maintain stable performance in changing environments [14], 
but it does not explore in detail the specific implementation methods of knowledge distil-
lation technology in enhancing the generalisation ability of models, and it lacks a compar-
ative analysis of different scenarios [9]. It is difficult to apply deep learning target detec-
tion in mobile AR due to the limited computing power of mobile AR devices, but the role 
of knowledge distillation in enhancing model generalisation ability was not discussed [2]. 
The BA-KD model performs well on multiple datasets, not only in the colon polyp seg-
mentation task, but also in the dermatoscopy image segmentation dataset, which demon-
strates a strong generalisation ability, and improves the model's adaptability to different 
scenarios and enhances its generalisation ability through knowledge distillation [15]. 
However, the study did not address the complex diversity of AR scenes [4]. By designing 
a selective fusion module (SFM) to amplify features containing important information and 
enhance the model's understanding of global information, the model's adaptability to dif-
ferent types of anomalies is improved [16]. However, the study was mainly aimed at in-
dustrial anomaly detection and did not deal with the complexity and diversity of AR sce-
narios [5]. The seamless integration of vision, reality, machine, and virtual space can be 
achieved through AR technology, which will ultimately drive a new round of industrial 
change, but the impact of knowledge distillation technology on the generalisation ability 
of the model was not specifically addressed [12]. Expanding the model parameter scale 
can realise the “emergence ability” of the Smart Driver model to a certain extent, empha-
sising the impact of the model scale on the generalisation ability, but it does not involve 
the application of knowledge distillation technology to directly support its application in 
the semantic segmentation of AR images [6]. 

3.5. Facilitating Multimodal Data Fusion 
Multimodal data fusion is of great significance in image segmentation tasks, as it can 

make full use of different types of data information and improve segmentation accuracy. 
Knowledge distillation can take advantage of the features of data such as unlabelled and 
cross-modal, which has a significant enhancement effect on model enhancement and pro-
vides a new solution for multimodal data fusion, but it lacks a specific discussion on mul-
timodal data in AR scenarios [7]. The intrinsic association of multi-scale unimodal multi-
modal potential semantic information in multimodal medical images was revealed, and 
the intrinsic association of different modal information was explored through multimodal 
image analysis, which provided a theoretical basis for multimodal data fusion [17]. How-
ever, it could not directly prove the contribution of multimodal data fusion to knowledge 
distillation technology [3]. Attention graph features are adopted as the intermediate layer 
knowledge to make up for the lack of single knowledge information in the output layer, 
enriching the feature knowledge by combining two kinds of knowledge distillation to en-
sure the diversity of knowledge information in the teacher network model. This provides 
a new idea for multimodal data fusion in AR scenes, but it does not explicitly explore the 
specific application of multimodal data fusion, and the practical effect of multimodal data 
fusion in semantic segmentation of AR images needs further research and validation [11]. 

https://pinnaclepubs.com/index.php/EJACI


European Journal of AI, Computing & Informatics https://pinnaclepubs.com/index.php/EJACI 
 

Vol. 1 No. 1 (2025) 7  

The multimodal large model can handle multiple types of data inputs such as vision, lan-
guage, radar, and LIDAR, which is suitable for processing complex environmental infor-
mation, and through multimodal data fusion, accurate perception and decision support 
can be generated, clarifying the necessity of multimodal data fusion, but it does not ad-
dress the application of knowledge distillation technology in AR image semantic segmen-
tation [13]. 

4. Research Summary and Outlook 
This paper provides a systematic review of the literature related to knowledge distil-

lation for large models of image segmentation, and analyses the current status and re-
search progress of the application of knowledge distillation technology in large models of 
image segmentation from multiple perspectives. In general, knowledge distillation tech-
nology shows great potential in improving AR interactive experience, solving the contra-
diction between real-time and accuracy, promoting model lightweight and efficient de-
ployment, enhancing model generalisation capability, and facilitating multimodal data 
fusion, providing strong support for the optimisation and application expansion of image 
segmentation macromodels. However, there are still some shortcomings in the current 
research, such as fewer specific application cases in AR scenarios, lack of in-depth com-
parative analyses on the implementation methods and effects of knowledge distillation 
techniques in different scenarios, and some studies fail to fully combine the practical ap-
plication requirements for targeted exploration. 

Future research can be explored in depth in the following directions: first, to further 
strengthen the research on the application of knowledge distillation technology in AR sce-
narios, combining with the actual AR application requirements, exploring the optimisa-
tion strategies and specific implementation methods of knowledge distillation technology 
in enhancing AR interactive experience, real-time, accuracy, etc., so as to provide stronger 
technical support for the development of AR technology; second, to further study the spe-
cific mechanisms and optimisation methods of knowledge distillation technology The sec-
ond is to thoroughly study the specific mechanism and optimization method of 
knowledge distillation technology in solving the contradiction between real-time and ac-
curacy, and find a more suitable optimization scheme for image segmentation large model 
by comparing and analysing different lightweight models and knowledge distillation 
methods, in order to better satisfy the real-time and accuracy requirements of practical 
applications; the third is to combine the idea of collaborative optimization of hardware 
and algorithms, and explore the combination of knowledge distillation technology with 
hardware acceleration, model pruning, quantization and other technologies to The com-
bination of knowledge distillation technology with hardware acceleration, model pruning, 
quantisation and other techniques can further promote the lightweight and efficient de-
ployment of large models for image segmentation, reduce the computational cost and 
power consumption of the models, and enable them to run efficiently on more devices; 
fourth, we will strengthen the in-depth study of knowledge distillation technology in en-
hancing the generalisation ability of the models and the fusion of multimodal data, and 
explore how to better mine and make use of the knowledge information in the models 
through the knowledge distillation technology to increase the generalisation ability and 
the fusion of multimodal data of the models in the complex and variable scenarios. The 
generalisation ability of the model and the fusion ability of multimodal data are improved 
to provide theoretical and technical support for the application of large models of image 
segmentation in a wider range of fields; Fifthly, we pay attention to the research on the 
interpretability of knowledge distillation technology, and through the in-depth analysis 
of the mechanism of knowledge transfer and model learning in the process of knowledge 
distillation, we can improve the interpretability and reliability of the knowledge distilla-
tion technology, which will provide help for the researcher to understand and apply the 
knowledge distillation technology in a better way. 
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